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Note: All Questions are compulsory.
Q.1 A) If r2=0.86, ri3 =0.65and ro3=0.72, find ri23 riz2and raa1. 10
OR
B) From the data given below find the two regression equations, the co-efficient of
correlation between the marks in economics and marks in statistics and the most likely
marks in statistics when the marks in economics are 30.

Marks in Economics 25 28 3 32 31 36 29 38 34 32
Marks in Statistics 43 46 49 41 36 32 31 30 33 39
Q.2 A) A FMCG company is considering the introduction of new brand. The company 10

estimates that it will be possible for them to sell 50000 to 100000 units in a given period
according to the following probability distribution:

No. of Units sold (in “000) 50 60 70 80 90 100

Probability 0.15 0.25 0.40 0.10 0.07 0.03

If the company launches the product, it will incur a fixed cost of X 80,000. However, each
unit sold would fetch a company a profit of 22.00. Should the company introduce the
brand?
OR
B) Mr. Shyam is on a point to decide whether to stock wheat or rice. If he stocks wheat and if it

is a success, he hopes that he can earn a profit of X 10,000, and if it is a flop, he will lose X

3,000. If he stocks rice and if it is a success, he thinks that he can make % 20,000, but if it is

a flop, he would lose X 5000.

Keeping in view, the following probability distribution advice Mr. Shyam through decision

tree analysis as to which item should he stock, and what would be his maximum possible

outcome. Probability Distribution
Event .
Act Wheat Rice
Success 0.55 0.60
Flop 0.45 0.40
Total 1.00 1.00




Q.3 A) Given is the following pay off matrix:

State of . Acts

Nature Probability X Y 7
P 0.3 -120 -80 100
Q 0.5 200 400 | -300
R 0.2 260 -260 | 600

Using the Expected Monetary Values (EMVs), decide which act can be chosen as best?

OR

B) Mr. Ram quite often flies from town A to town B. He can use the airport bus which costs
% 13, but if he takes it, there is a 0.08 chance that he will miss the flight. A hotel limousine
costs X 27 with a 0.96 chance of being on time for the flight. For ¥ 50 he can use a taxi
which will make 99 of 100 flights. If Mr. Ram catches a plane on time, he will conclude a
business transaction which will produce a profit of X 1,500; otherwise he will lose it. Which
mode of transportation should Mr. Ram use? (Answer on the basis of EMV criterion.)

Q.4 A) From the adult male population of four large cities, random sample sizes given below

were taken and the number of married and

single men recorded. Do the data indicate any

significant variation among the cities in the tendency of men to marry?

City A B C D Total
Married 137 164 152 147 @ 600
Single 32 57 56 35 180
Total 169 221 208 182 780

(Value of Chi-square = 7.815)

OR

B) The Saloman Merchandising Co. wishes to test whether its three salesman A, B and C tend to
make sales of the same size or whether they differ in their selling ability as measured by the
average size of their sales. During the last week there have been 14 sale calls — A made 5
calls, B made 4 calls and C made 5 calls. Following are the weekly sales record of the three

salesmen:
AR®) B }) C®
300 600 700
400 300 300
300 300 400
500 400 600
0 - 500

Perform the analysis and draw your conclusions. (Critical Value of F = 3.98).
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Q. 5 Answer the following questions in about 75-100 words: (Any Two)
A) Explain the method of Spearman’s Rank correlation for computing correlation
coefficient. Mention formulae for computation of Rank correlation coefficient in
various cases.

B) Explain the concept of multiple regression, and give an example in practical field where

multiple regression analysis is likely to be helpful.
C) Explain the use of “Data Analysis Tool Pack™ utility in MS-Excel in relation to
Correlation and Regression Analysis.

Q.6 Answer the following questions in about 75-100 words: (Any Two)
A) Explain the concept of inverse probability with an appropriate example.
B) Explain with examples the concepts of independent and mutually exclusive events in
probability.
C) Explain various types of probability distribution.

Q.7 Answer the following questions in about 75-100 words: (Any Two)
A) Explain the importance and limitations of sampling.
B) Explain the concept of interval estimation.
C) Explain the following concepts:
1) Expected Value of Perfect Information (EVPI)
i) Expected Pay off of Perfect Information (EPPI).

Q.8 Answer the following questions in about 75-100 words : (Any Two)
A) Distinguish between Type | Error and Type Il Error.
B) What is Chi-square test? Why Chi-square test is called as goodness of fit?
C) Explain the meaning and use of analysis of variance.

Q.9 A) Fill in the blanks with suitable option and re-write the sentence.
1) The regression analysis which studies more than two variables at a time is called

i) If in a scatter diagram, the trend of points is upward, rising from the left bottom and
going up towards the right top, correlation is
Answer the following questions in 3-4 sentences.
B) Explain the concept of permutations and combinations.
C) Distinguish between Simple Random Sampling and Stratified Random Sampling.
D) Explain the concept of Degree of Freedom and Level of Significance.
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HIAST ATETH
JaAr: Ad g 3fferart 3mad.
ged <h. 9,2,3, IMUT 8 Faucil HATETHATIATR.
. & HFTeiltel ueATdl (o9-900 leald 3Jcdx @AT: (hIoTdat ar-) 08

3. ASAGE IIUNch FoIuAaTAT RU3iRA- =T Asddel Umdld aoul—

B, RU3RA=T =T Aeddel oJulcbi=Aar aroT-<t farfarer
UhROMdlal JA A B

. ufcuerHa= fdeaiwundl dAehcuAT IatS BRI IMOT agdet-1
gfcraeTHA faeaivon<l 3udaddar aRiauny aTdsliRas giTcla
3aIREUT <T.

5. MS-Excel Ireftfer “Data Analysis Tool Pack” 3u=nf3tdd Aaider 3ior
ufcrgerH= faeawum=ar Aadia auia bRI.

. € Mleilal uedAidl (o9-900 Qraald 3cdx <AT: (hIoTdat ai-) 08
3. @a AUTIadt AdseaAr (Inverse Probability) =reo=r IararomAafaa
Ose BT

g. dAuTaaAefta aay geqar 3nior uzzux ateia gaeAar ar
AheaAT IqsS hI.
B. AHTTAT fararor uedia fafaer gapr zase <br.

U. 0 JHTcAted geATdl (o9-900 LTeald 3cdx &AT: (hIoTddl &) 08
37. AHATHIOMT Hacd IATMOT HATET A BRI
a. 3faxrrter 31gHATA (Interval estimation) =t AcheuAT IUTE <BRI.

B, FTceitad Abeudr IUsS bBRI:
9) uRRyol =R smafara dge=
Q) uRuot wmfddtadter smfara =wr

. ¢ Aalaftar geaidl (o¥-90o0 oTeald 3cdx <T. (BIUTd&E ar)
3. ghik 9 (Typel) 31fOT wapik =2 (Typell) ISt #eflar wBrap T
BT
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g. dprg-aot (Chi-square) Tmauft Fgoral dBra? adAd AT araoftar
JoAad<dl 3Tgdardr bl Facel Sid?

. garor faeawurmar (Analysis of Variance ) 3tef amfor so=nt3tar
IO B

. ] JTted ueHAIdl 3=ax <=T.

31. AoT Lreards Radd &= 9T 31101 yof arerRr g=ar feTar.

9. @ UL SIIxd dTdl 37T HBRUM=AT gfdgorH- faeavona
FEcel oird.
2. P 3Thdl HeE SR fdgar ol 3edonHl 3t Fauroid
ST dealdigAd 3drad 3oidiebs ax @9 oita 3rel, ax

HAedder & .
g. AU (Permutation) 311fOT F=neTr (Combination) ff HAdseu-T U
BRI
. AT ATgi<eds AHATBRUT (Simple Random Sampling) 311for a=t=r
argf<eses AHATHROT  (Stratified Random Sampling) Heffer wsrep  u~e
BRI

2. “Oadtaz=ar’ 3nior “crerufter uradst’’ <t Adhcuar ase br.
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=<t #AreasH
T 9) weft uew &eT AT sifEard ¥

Q) ued 9,2,3 31k 8 3Iiolofl ATemH B TFAR

. ¢ fA=afarRaa ueal & 3cax w®-90o oTeadl A fEfGiUl (@BIs off <) 08

37. Aevde oJunich Bl Ru3A= Ipler gmdr a1 avia fBforul Iaten
Aedder gurlics o1orT &g fafder Rerdt A ugera & ared 33
feRau|

g. dg-ufcrorH= bl 3Tdenzonm @bl IUS dloiiul adasiRaes T | dg
gfcroTHT fIeayuor @bl ATHETIDhAT FUSS -1 &g U 3QIaRUI
fafsrol

@5. MS-Excel = “Data Analysis Tool Pack” 3u=nfSTar abr Aaxider va dfcorsa—
fareaiwor 7 Iudier ute fBiSTUl

u. & fF=afaiRaa geAl @ 3cax oy A 9co ereal #H fafStul (eprd off @) 08
37. ufcrerrsr witfrerar  (Inverse Probability) @Bt 3Tarenzom o1 3arervorAatad
aote ool

g. uiffraar # ¥add =gcAr (Independent Event) Td OOz 310 gcHl
(Mutually Exclusive Event) st 3Taen=zomm obl IaTaxordfad AHSsU|
B, fafdr—= upk o urfraar faazron B aasrsul

T. o fFafeiRaa ueal & 3Icax oy A 900 ere@l A STl (@BIg oft @) 08
37. FAHATHBRUT BT HAsdcd T A#ATC use fHBioul
g. 3iaxIel 3TFHATA bl 3Tden=on b1 doia fBforol
. FFafaRaa sraemronsti o1 aofa fBfsTul
9. gof Jga=r ab1 3rufara Je
2. guf JaAT hr 3TAfara ary

. ¢ fa=aeiRaa ueal @& 3cadx o A 900 oled H ffeiUl @Big oft ) 08
31. Type-I Ffe Ga Type-ll Ffe A 3iax garsul



. Chi-square uferor <rar &9 Chi-square ufRgtor apr “‘3iifRrear as1 y#HTOT”
<RIl el oirtdar &9
. fa=Rur B faerawor b1 31e8f Ca 3udior AHASSU|

. ¢ fe=afaiRaa ueal @& 3z fafsio

31. 3Ra erem & A Raa zema ¥ 3R yof arer ararr fer=d|

9. Uk & 7T H v A 31fereps Tl obT 318 B dTA
uferetaa b BEd B

. ufa fa=axy gu 31a (Scatter diagram) # fag3il bl ugcedl Hux bt
3N &, ar¢ det A o efid bt 3Nk ae & B, ar s asdder
By BEad B

. pATRIAA T dAAGTd bl 3TTeNROM bl AHSSUTI

B. AR AdTgfResas AHAThBRUT (Simple Random Sampling) va alRa argfoa
HAThROT (Stratified Random Sampling) # 9 use fdbfsTUl

. Horedl <Aoft (Degree of Freedom) Ta Haca o1 <X (Level of Significance ) <t
3TAeNROM3TT bl AHSATSUTI
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